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The goal of any empirical science is to pursue the construction of a cumulative base of
knowledge upon which the future of the science may be built. However, there is mixed
evidence that the science of psychology can accurately be characterized by such a cumulative
progression. Indeed, some argue that the development of a truly cumulative psychological
science is not possible with the current paradigms of hypothesis testing in single-study
designs. The author explores this controversy as a framework to introduce the 6 articles that
make up this special issue on the integration of data and empirical findings across multiple
studies. The author proposes that the methods and techniques described in this set of articles
can significantly propel researchers forward in their ongoing quest to build a cumulative
psychological science.
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The novel El Ingenioso Hidalgo Don Quijote de la Man-
cha by Miguel de Cervantes tells the story of the relation-
ship between the delusionally idealistic Don Quixote and
his world-weary yet practical companion Sancho Panza.
Their adventures juxtapose the eager pursuit of unrealistic
ideals with practical grounding in the reality of day-to-day
life. The main character succeeded in capturing the very
nature of idealistic pursuit to the point that over time his
name developed into an adjective that describes something
as foolishly impractical. So, is it fair to describe the pursuit
of a cumulative psychological science as quixotic? On some
days, I believe that it is, whereas on others I do not.

Without question, psychology as a field must in some way
or another be motivated by a sincere idealistic quest to
systematically build a cumulative base of knowledge upon
which the science of psychology can progress. Psychology
simply cannot survive as a viable science in the absence of
these ideals. Yet, at the same time the vicissitudes of real
life intervene in many forms, including the need to draw
timely conclusions from single-study results as well as the

pressures of publication, grant acquisition, and tenure re-
view; psychologists must make practical decisions that may
serve them on an individual level yet may not necessarily
move the science forward in a cumulative fashion.1 We thus
find ourselves in the position of needing to serve our own
interests while contributing to the construction of a more
cohesive and cumulative psychological science. In thinking
how this might be best accomplished, it is helpful to first
consider how these issues play out in the general endeavor
of scientific inquiry. An excellent starting point is to con-
sider the work of Thomas Kuhn.

Arguably one of the most impactful works on the philos-
ophy of science in the past century is Kuhn’s The Structure
of Scientific Revolutions, first published in 1962 and revised
in 1970 and again in 1996. Kuhn was writing in response to
the dominant view of logical empiricism that was primarily
held in the first half of the 20th century. According to this
perspective, science was a highly objective and logical
process that led to the systematic construction of a cumu-
lative understanding about the world (e.g., Howard, 1991).
This was consistent with the notion that contemporary sci-
entists were “standing on the shoulders of giants,” in that the
generation of new knowledge was systematically con-
structed upon the foundation of prior discoveries.

Within this dominant context, Kuhn (1996) offered the
provocative (and what was to become highly controversial)
perspective that science is indeed cumulative, but only
during normal periods of relative calm when existing para-

1 See Mischel (2008a, 2008b) for a wonderful exploration of
these same issues.
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digms allow the creation of knowledge to progress in a
systematic fashion. However, as scientific anomalies for
which existing paradigms cannot account begin to accrue,
tension builds. Existing paradigms attempt to suppress these
anomalies, but at some point the tension becomes too great,
and there is a paradigm shift in which the old paradigms are
not simply augmented by the new ones but instead are
outright replaced. Kuhn considered these paradigm shifts to
be scientific revolutions and used examples such as moving
from an earth-centered to a sun-centered understanding of
the solar system. Even nearly half a century after the pub-
lication of his original work, skirmishes still break out over
whether Kuhn’s work implies that the very nature of science
is or is not a cumulative process (see, e.g., D’Espagnat,
2008, and Weber, 2008, for recent competing perspectives)
or whether Kuhn really set out to kill logical empiricism in
the first place (Reisch, 1991).

In the presence of the broader issues underlying the
progression of the endeavor of science, psychologists must
remain diligently focused on the more practical issues of
how they can best support and build a cumulative science.
It is interesting that there is as much disagreement about
whether psychologists have achieved (or even can achieve)
a cumulative science as there is about whether the process
of science is a cumulative endeavor. It is even more inter-
esting that some of psychology’s harshest critics are, quite
appropriately, psychologists. For example, in commenting
on the state of psychological inquiry, Meehl (1978) re-
marked,

It is simply a sad fact that in soft psychology theories rise and
decline, come and go, more as a function of baffled boredom
than anything else; and the enterprise shows a disturbing ab-
sence of that cumulative character that is so impressive in
disciplines like astronomy, molecular biology, and genetics.
(p. 807, italics original)

More recently, Schmidt (1996) stated that the reliance on
significance tests in psychological research “has systemati-
cally retarded the growth of cumulative knowledge in psy-
chology” (p. 115). Schmidt and Hunter (1997) recom-
mended that researchers “try to show enough intellectual
courage and honesty to reject the use of significance tests
despite the pressures of social convention to the contrary.
Scientists must have integrity” (p. 61). Thus, the dominant
issue thought to be responsible for the failure of psychology
to progress in a cumulative fashion is the overreliance (or
reliance in any fashion) on significance testing in single-
sample analysis. Cohen (1990, 1994), Hunter and Schmidt
(1996), and Schmidt (1996) all provided excellent discus-
sions of the inherent limitations of this strategy. Yet, single-
study hypothesis tests remain psychologists’ dominant par-
adigm: Some statistical model is fitted to a single sample of
data obtained through a single study, and a go/no-go deci-
sion is made about a given effect primarily on the basis of
the obtained p value. One widely recommended (although

arguably palliative) solution to this problem is to replace
significance testing with point estimates and confidence
intervals (e.g., Reichardt & Gollob, 1997) and effect sizes
(e.g., Cohen, 1988). However, a strong counterargument
can be made that this strategy addresses only part of the
problem (e.g., Krantz, 1999; Schmidt, 1996). A broader
framework for overcoming these issues is to move beyond
single-sample studies to the synthesis of findings drawn
from multiple studies (e.g., Green & Hall, 1984; Hunter &
Schmidt, 1996; Oakes, 1986; Schmidt, 1996).

Among several strategies, meta-analysis is a particularly
important approach to research synthesis, and great strides
have been made over the past two decades in the develop-
ment and application of these techniques within the social
sciences (e.g., Cooper, Hedges, & Valentine, 2009; Schmidt
& Hunter, 1977; Smith & Glass, 1977). Broadly defined,
meta-analysis is a set of formalized procedures that allows
for the synthesis of summary statistics drawn from a large
number of existing studies. One of the original motivations
for meta-analysis was that these techniques would further
support the creation of a cumulative knowledge within the
social sciences, particularly in psychology (e.g., Hunter &
Schmidt, 1996; Schmidt, 1984). Indeed, Schmidt (1996)
concluded that “unlike traditional methods based on signif-
icance tests, meta-analysis leads to correct conclusions and
hence leads to cumulative knowledge” (p. 119). There is no
doubt that meta-analysis has substantially advanced the
science of psychology toward this goal.

However, recall that one of the original motivations un-
derlying the development of meta-analysis is the argument
that single-study hypothesis testing has significantly im-
peded the progress of psychology. Yet, the logical conclu-
sion to this argument is that single-study analyses are useful
only to the extent that they might represent a data point in
some future meta-analysis. Further, the generalization of
any single-study finding supported by traditional hypothesis
tests may at best be irrelevant and may at worst be impeding
psychology’s progress as a science. Thus, psychologists find
themselves in a situation in which they have their dominant
paradigm of hypothesis testing in single-sample analysis on
one end and the meta-analysis of a large number of studies
on the other. And, at least in my own reading of the
literature, they are each poked with a rather sharp stick to
move to one of these two extremes.

Must we all be herded to one end of the pen or the other,
or might there be options? Recent analytical and method-
ological developments reveal a progressively widening and
highly captivating interior space that falls between the
boundaries defined by single-study analysis and meta-anal-
ysis, a space on which psychology has yet to fully capital-
ize. More specifically, in an increasing number of situations,
psychologists may have access to the original raw data
drawn from a modest number of individual studies that
would be too small to support a meta-analysis but that might

78 CURRAN



still be combined in some integrated and collaborative fash-
ion to move meaningfully beyond single-study analysis.
Could psychologists in some way capitalize on this interior
space to progress as a cumulative science while being
cognizant of the very real practical issues that arise in
applied research? The simple answer is yes, but how is such
an integration best accomplished?

This seemingly innocuous question quickly morphs into a
rather vexing problem. For example, could one simply fit
models to data that have been pooled across two or more
independent samples? How can this best be accomplished in
a reliable and valid way? Would existing concerns about
significance testing associated with single-sample analysis
simply be generalized to the pooled data analysis? Alterna-
tively, what if independent teams of researchers were pur-
suing similar programs of research at the same time? Could
these be coordinated in a collaborative way to maximize the
resulting scientific contributions? Further, might single-
study analysis, pooled-study analysis, and meta-analysis be
conducted so that each would support the others, thus al-
lowing inferences that might not otherwise be possible? The
goal of this special issue is to thoroughly explore these
questions.

This special issue consists of six articles each of which
addresses a different dimension of the methods for combin-
ing data in ways that move beyond single-study designs and
help contribute to the pursuit of a cumulative psychological
science. In the first article, Andrea Hussong and I (Curran &
Hussong, 2009) explore issues that arise when fitting mod-
els to data that have been pooled over two or more inde-
pendent samples; we refer to this as integrative data anal-
ysis. Next, Dan Bauer and Andrea Hussong (2009) propose
a novel application of nonlinear factor analysis that allows
for the estimation of measurement models for items that
may be scaled differently and drawn from separate samples;
they demonstrate this model, using alcohol involvement
measures pooled over two different studies. Jack McArdle,
Kevin Grimm, Fumiaki Hamagami, Ryan Bowles, and Wil-
liam Meredith (2009) then present a rigorous analysis of life
span growth curves of cognition through the simultaneous
estimation of item response theory models and latent curve
models that are based on multiple scales drawn from mul-
tiple samples. Scott Hofer and Andrea Piccinin (2009) de-
scribe the design and execution of a collaborative frame-
work for building a cumulative science through the
coordinated replication and integration of multiple studies
and multiple data sets with a particular focus on research in
aging. Next, Harris Cooper and Erika Patall (2009) provide
a careful comparison of the relative advantages and disad-
vantages of current meta-analytic procedures with methods
for combining raw data drawn from multiple studies and
describe the conditions under which each approach may be
beneficial and when they might be used in combination.
Finally, Pat Shrout (2009) concludes with a thoughtful

discussion of the core issues raised in the prior articles and
describes future directions for both quantitative and sub-
stantive researchers.

Taken together, this set of articles explores the promising
interior space that is defined by the single-study analysis on
one extreme and the synthesis of summary statistics from a
large set of studies on the other. Of course, both single-
study analysis and meta-analysis will always play a critical
role as psychology continues to progress as a science. How-
ever, the following six articles reveal that much can be
gained by navigating the area that lies between these two
boundaries. Indeed, I believe that capitalizing on this middle
ground will help balance the lofty ideals of Don Quixote
with the worldly practicality of Sancho Panza as psycholo-
gists continue on their vitally important quest to build a
truly cumulative psychological science.
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